Does Publicizing Hospital Performance Stimulate Quality Improvement Efforts?

Results from a study in Wisconsin suggest that making performance information public stimulates quality improvement.

by Judith H. Hibbard, Jean Stockard, and Martin Tusler

ABSTRACT: This study evaluates the impact on quality improvement of reporting hospital performance publicly versus privately back to the hospital. Making performance information public appears to stimulate quality improvement activities in areas where performance is reported to be low. The findings from this Wisconsin-based study indicate that there is added value to making this information public.

Public reporting of health care performance has grown substantially in recent years, and considerable resources are spent on quality measurement and reporting. Yet it is unclear what impact, if any, these activities have had on quality improvement. Further, the relative impact of reporting for consumer choice (public reporting) versus reporting for internal consumption (private reporting) on providers’ motivation to improve has not been examined.

Most proponents of the public release of health care performance information believe that making this information public will increase health care providers’ motivation to improve. Motivation is thought to be driven by a desire to protect or enhance public reputation or market share, or both. Simply knowing that performance is inadequate may not be sufficiently motivating.

Existing evidence on the efficacy of publicly reporting to stimulate improvements is mixed.¹ Some studies have found that hospital mortality is reduced following the release of performance data; other studies report no effect of public releases.² Very few studies have looked at the impact of public reporting on subsequent quality improvement efforts.³ The strength of the research designs and the quality of the reporting efforts may contribute to the mixed findings. Almost no evaluations of the impacts of public performance reports have used controlled experimental designs. Most studies assess performance before the public release of information and again after the release.⁴

There is also a great deal of variation in how well the reports are designed and
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disseminated. If the efficacy of making performance information public rests on the ability of reports to increase providers’ concerns about their public reputations or market share, then the reports themselves must be widely disseminated to the public. They must also be very easy to understand, and the data must be displayed so that the reader can effortlessly discern which are the high- and low-performing providers. If either of those factors is not present, then the “public” report may not be sufficient to motivate improvements.

The ‘QualityCounts’ Report

Our study uses an experimental design to evaluate the impact of a public hospital performance report on subsequent hospital quality improvement efforts. The report on hospital safety was produced and disseminated by the Alliance, a large employer-purchasing cooperative in the Madison, Wisconsin, area. It was carefully designed to be easy to use by consumers and was widely disseminated in the community. Other Wisconsin hospitals, not in the public report, were randomly assigned to receive either a private report on their own performance or no report. The report, titled *QualityCounts*, compared the performance of twenty-four hospitals in south central Wisconsin. Two summary indices of adverse events (deaths and complications) occurring within the broad categories of surgery and nonsurgery were included, along with indices in three individual clinical areas: hip/knee surgery, cardiac care, and maternity care (Exhibit 1). Hospitals were rated as better than expected (fewer deaths/complications), as expected, or worse than expected. The data were derived from the Wisconsin Bureau of Health Information inpatient public use data sets. Measures were adapted from the original Healthcare Cost and Utilization Project (HCUP) quality indicators and were summarized and risk adjusted by Medstat using its disease staging methodology. The same data for the other Wisconsin hospitals, risk-adjusted, were used for the creation of both private hospital reports and control variables in our analysis.

Several aspects of this public report were unique and may have helped enhance the “publicness” of the report. First, the report was designed to be highly evaluable for consumers. Previous controlled laboratory studies have found that if comparative performance data were presented in a way that made it easy to discern high and low performers on a quality report (the data were highly “evaluable”), the information was more likely to actually get weighted and used in choices. For example, hospitals were ordered by performance in the *QualityCounts* report, with the top performers at the top and the poor performers at the bottom. Further, the top-tier performers were highlighted in the report with a color band (Exhibit 1).

Second, a concerted effort was made to widely disseminate the *QualityCounts* report to the public. It was inserted into the Madison newspaper; there were newspaper stories about the report; and Alliance employers sent it to employees’ homes. It was also available on a Web site, and copies were distributed by commu-
nity groups and at libraries. This was the first public report on hospital quality issues in this region, and it generated substantial public interest.

Finally, the *QualityCounts* report indicated that there was sizable variation in performance in two key clinical areas: maternity and cardiac care. Eight hospitals had poor scores in obstetrics, and three had poor scores in cardiac care (Exhibit 1). Many performance reports fail to show much variation and often do not capture the public’s attention. Because of the variations in this report, it may have been more interesting to consumers.

**Evaluation Methods**

The *QualityCounts* report was sponsored, produced, and disseminated by the Alliance. The evaluation, however, was carried out by university-based researchers.
with separate foundation funding.

Design. The evaluation used an experimental design with two intervention groups and one control group. The primary intervention group was the twenty-four hospitals in south central Wisconsin in the Alliance service area and included in the public QualityCounts report. (They also received a more detailed report on their own performance.) These twenty-four hospitals were not randomly selected or assigned but were included as an intervention group because they were in the public report. The other ninety-eight general hospitals in Wisconsin were randomly assigned to either the secondary intervention condition or the control condition. Those assigned to the secondary intervention group received a private report on their own performance (performance information was not made public). Those assigned to the control group received no report. Seven hospitals were eliminated from the analysis because the performance data were unavailable or incomplete, leaving 115 hospitals in the study.

Even though the hospitals in the primary intervention group (public report) were not randomly assigned, we observed no statistically significant differences among the three groups of hospitals in characteristics or size, nor in their prereport levels of performance (Exhibit 2). The public report was widely disseminated in the fall of 2001, and the private report was also delivered later that fall. In May 2002 a survey of all 115 hospitals was conducted. To avoid sensitization of the hospitals, no baseline measures were carried out prior to the release of the report. Our analysis focuses on differences among the three groups of hospitals (public-, private-, and no-report hospitals) approximately nine months after the report’s release.

<table>
<thead>
<tr>
<th>Hospital characteristic</th>
<th>Public-report hospitals (n = 24)</th>
<th>Private-report hospitals (n = 41)</th>
<th>No-report hospitals (n = 46)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average total beds</td>
<td>97</td>
<td>124</td>
<td>96</td>
</tr>
<tr>
<td>Average total ICU beds</td>
<td>10</td>
<td>14</td>
<td>11</td>
</tr>
<tr>
<td>Average total inpatient days</td>
<td>19,098</td>
<td>23,304</td>
<td>18,125</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Baseline performance</th>
<th>Public-report hospitals (n = 24)</th>
<th>Private-report hospitals (n = 41)</th>
<th>No-report hospitals (n = 46)</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Better than expected” on surgery</td>
<td>83%</td>
<td>85%</td>
<td>89%</td>
</tr>
<tr>
<td>“Better than expected” on nonsurgery</td>
<td>71</td>
<td>71</td>
<td>70</td>
</tr>
<tr>
<td>“Better than expected” on hip/knee</td>
<td>71</td>
<td>77</td>
<td>88</td>
</tr>
<tr>
<td>“Better than expected” on cardiac</td>
<td>13</td>
<td>23</td>
<td>9</td>
</tr>
<tr>
<td>“Better than expected” on maternity</td>
<td>5</td>
<td>21</td>
<td>26</td>
</tr>
</tbody>
</table>

**SOURCE:** Wisconsin Bureau of Health Information.

**NOTES:** None of the differences among hospital types were statistically significant (p = .244–.783). Intensive care unit (ICU) beds include medical-surgical, cardiac, pediatric, mixed, neonatal, and other.
Respondents to the May 2002 survey included chief executive officers (CEOs), medical directors, and quality improvement directors at each hospital. Respondents in the no-report hospitals and those in the private-report hospitals were sent a copy of the public QualityCounts report in the advance letter. Participants were also asked in the advance letter to respond to a Web-based survey. Non-respondents were given the opportunity for a telephone interview. The overall response rate was 62 percent, with 94 percent of the hospitals providing at least one respondent. Seventy-five percent of respondents in the public-report group, 65 percent in the private-report group, and 52 percent in the no-report group completed the survey.

**Data analysis.** When the focus of our analysis is on attitudes and concerns regarding public reporting, our unit of analysis is the individual, and all the respondents in these three roles (CEO, quality improvement director, and medical director) are included. However, when the focus is on the hospital’s response to the report or hospital quality improvement activities, the unit of analysis is the hospital, and the analysis includes only one respondent per hospital. When the question is about market share or reputation, the CEO is the respondent for the hospital (with the medical director or quality improvement director as backup when the CEO is a nonrespondent). When the question is about specific quality improvement activities, the quality improvement director is the respondent for the hospital (with the medical director or the CEO as backup).

In addition to the analysis reported here, the data were reanalyzed to assess whether the same question posed to a different hospital respondent (for example, a hospital’s CEO instead of its quality improvement director) yielded the same or different results. All analyses showed the same pattern of responses regardless of which respondent was reporting. That is, there was a high degree of agreement among the respondents within the hospitals.

Comparison of means with analysis of variance is the primary analytic approach used in the study. For some of the analyses we use quality scores as a control variable. We also sometimes focus only on responses from the low-scoring hospitals (those most in need of improvement). Because obstetrical scores showed the most variance, we use this score to define which are the low-scoring hospitals.

**Evaluation Findings**

**How hospitals view the report.** When asked how hospitals view public reporting on quality performance in general, there were no differences among the respondents in the three experimental conditions (public, private, and no report). On average, respondents in all three conditions were slightly negative about the idea.

However, when asked specifically about the QualityCounts report, there were significant differences among the respondents in the three conditions. When we asked about the validity of the data in the report, we found statistically significant differences among the respondents (scores range from 1, “not at all,” to 5, “very”).
Those in the public-report group were most negative about the validity of the report (mean = 2.1), and those in the private-report group were most positive (mean = 2.6), with the no-report group falling in between (differences among the three groups of hospitals: $F = 4.2$, $df = 2$, 152, $p < .05$). The same pattern was observed when we asked how appropriate the QualityCounts report is for the public’s use (differences among the three groups of respondents: $F = 6.0$, $df = 2$, 168, $p < .01$) and how useful the report is for quality improvement (differences among the three groups: $F = 6.7$, $df = 2$, 169, $p < .01$). Thus, the public-report hospital respondents were significantly more negative about the public report, its validity, its value for quality improvement, and its appropriateness for the public’s use than the other two groups of respondents were. The private-report respondents were the most positive about the public report on these same questions.

We also examined the relationship between performance scores (in obstetrics) and views regarding the validity of the data. Respondents in public-report hospitals with the lowest performance scores (in obstetrics) were most negative about the validity of the data ($r = .35$, $n = 43$, $p < .05$). There was no such relationship, however, among the private-report and no-report hospitals.

Even though respondents in the three groups varied in their views regarding the value of the QualityCounts report, they had similar suggestions when asked about how the report could be improved (an open-ended question). Respondents in all three groups raised concerns about the validity of the data, the quality and consistency of coding practices, and the lack of transparency of the risk-adjustment methodology used.

- **Concerns about public image and market share.** Respondents were asked about the likelihood that the public report (or “one like it,” in the case of the private and no-report hospitals) would affect their hospital’s public image. Exhibit 3 shows the findings broken out by experimental condition and by hospitals’ scores. As before, the scores used for this analysis are the hospitals’ scores for obstetrics. For private- and no-report hospitals, performance scores were unrelated to what respondents thought a report (such as QualityCounts) would do to their hospital’s public image. Most thought that it would neither detract from nor enhance it. However, among the public-report hospitals, responses differed significantly depending on their scores. Those with poor scores were more likely to say that the report would detract from, while those with good scores were more likely to say that the report would enhance, their public image. When the same question was asked about market share, there were no differences across the three conditions, and score level was unrelated to responses. Thus, among the public-report hospitals, the report was viewed as potentially affecting their public image but not their market share.

- **Quality improvement efforts.** The respondents were asked where they had put most of their quality improvement efforts in the past year (from a list of seventeen potential areas). There were no differences by experimental condition, and all three groups responded similarly. Pain control, restraints, and fall prevention were
the most commonly mentioned areas of effort among all three hospital groups (data not shown). Further, there were no differences by experimental condition in terms of the importance of different strategies to their overall quality improvement efforts. Board discussion on quality; the use of cross-functional work groups; and the use of incentives, rewards, and recognition to support quality improvement efforts were similar across the three groups of hospitals (data not shown). Thus, the main targets for quality improvement activities and the strategies used to support these activities are largely the same among the hospitals.

However, when it came to quality improvement efforts specific to the areas included in the public (and private) reports, a different pattern emerged. Respondents were asked to indicate whether their hospital was engaged in each of seven possible quality improvement activities in obstetrics (Exhibit 4). The public-report hospitals reported a significantly higher number of quality improvement activities in obstetrics (an average of 3.4 activities out of 7), while the private-report hospitals reported an average of 2.5 activities, and the no-report hospitals, 2.0 activities (significant differences are between the public-report group and the private- and no-report group combined: $F = 4.4, df = 1, 100, p < .05$). When respondents were asked about four cardiac quality improvement activities, a similar pattern was observed: Public-report hospitals reported an average of 2.5 activities; private-report hospitals, 1.5 activities; and no-report hospitals, 1.4 activities (differences across all three hospital groups: $F = 4.3, df = 2, 99, p < .05$).

Exhibit 4 shows just the hospitals with low scores in obstetrics and in cardiac care and the number of quality improvement efforts under way at these hospitals.
Low-scoring public-report hospitals show the highest level of quality improvement activities, the private-report hospitals an intermediate level, and the no-report hospitals the lowest level. Although not all of these quality improvement activities were reported to have been initiated in the past year, more were initiated among the public-report hospitals than among the other two groups.

For hospitals with poor cardiac scores, a similar pattern is observed. However, because there are only fourteen hospitals with poor cardiac scores, the differences do not reach statistical significance (Exhibit 4).

Hemorrhage after delivery was perceived by the hospitals to be a major factor in the low obstetrical scores. If we look at the low-scoring hospitals and their quality improvement activities aimed specifically at reducing hemorrhage after delivery, 88 percent of the public-report hospitals reported quality improvement activities to reduce hemorrhage; only 27 percent did so in the private-report group; and 9 percent in the no-report group. Even though this analysis only includes thirty-four hospitals, these differences are statistically significant at the .001 level ($F = 10.0, df = 2, 31, p < .01$). It is also interesting to note that although the private-report group was as informed about their own performance in obstetrics as the public-report hospitals were, they were far less likely to act on it (difference between public- and private-report hospitals: $F = 10.7, df = 1, 21, p < .01$).

Finally, the public-report hospital respondents were asked what they thought their scores would be in two years, when the next public report is issued. Three-fourths of the low-scoring hospitals (using the obstetrics scores) said that they...
thought their scores would improve. The other 25 percent said that they were unsure about what would happen. Fifty-eight percent of the hospitals that scored in the “as expected” range also thought that their scores would improve. When asked how their scores would improve, 62 percent listed quality improvement efforts (many indicated other strategies as well); 15 percent indicated that they would improve only because of changes in coding practices. Thus, most of the hospitals were optimistic that they could improve their scores through attention to quality improvement.

Discussion

The findings provide strong evidence that making performance information public stimulates quality improvement in the areas where performance is reported to be low. Since quality improvement efforts among the public-report hospitals appear to be significantly greater than in hospitals given only private reports, there is added value to making performance information public.

The findings also indicate that making performance information public generated negative attitudes, anger, and distrust among the hospitals included in this report. A national set of standard measures, appropriately evidence-based and vetted by a credible organization, could help to remove some of the tension around the selection of performance measures for use in a public report. A national set of standard measures would also allow hospitals to have some confidence that what they are being held accountable for is fair and appropriate.

The National Quality Forum is working on a process to establish such a set of measures. Until they are available, however, there are strategies that could reduce some of the negative hospital response. For example, if more collaboration is sought with the hospitals in the reporting process and if they receive a preliminary round of reporting that is only privately shared, hospitals may react less negatively. Also, increasing the validity checks on the data and adopting more transparent methodologies for risk adjustment might allay some other objections.

Our findings suggest that the public-report hospitals viewed the report as affecting their public image but not their market share. Because the hospitals’ concern for public image appears to be a key motivator for improvement, an important role for consumers in stimulating quality improvement may simply be increased attention to hospital quality. In addition, however, the hospitals’ lack of concern with market share was unexpected and warrants further research.

Study limitations. Two other issues regarding further research are related to the generalizability of our findings. First, a limitation of our study design is the nonrandom assignment of the primary intervention group. Although the twenty-four hospitals in the public-report group were no different at baseline in performance or characteristics from the other two groups that were randomized, they may have responded differently to a public report because of the presence of the purchasing coalition and their collective experience of responding to the coalition’s efforts in...
promoting improvements. In other words, it is possible that because of prior activities, the Alliance had sensitized the hospitals that received the public report to quality issues, and, as a result, they were more responsive. Future research should examine whether hospitals are more responsive to reports sponsored by purchasers.

Second, our analysis examined quality improvement activities approximately nine months after a report’s dissemination. Future research should address both the extent to which such activities continue and, even more importantly, the degree to which the observed increased quality improvement efforts yield actual improvements in outcomes.

Our measurement of quality improvement efforts was based on self-reports from the hospitals, and future examinations should, of course, include other data sources. Events occurring after the collection of the data reported in this analysis indicate, however, that the self-reported data gathered in our design are accurate. Very public and visible quality improvement efforts have grown out of the public performance report. For instance, a statewide coalition of perinatal care providers has initiated an educational campaign aimed at all hospitals in Wisconsin that offer obstetrical services. The educational campaign focuses on preventing, recognizing, and treating postpartum hemorrhage, a major source of low scores on maternity care. In addition, the Alliance has established a fund to invest in projects to improve providers’ ability to measure and improve care. Hospitals can apply for funds to undertake specific projects. Two of the projects funded thus far address improvements in obstetrical outcomes, including reducing postpartum hemorrhage. All of these activities appear to be a direct result of the public report and act as corroborating evidence that quality improvement efforts were stimulated in the clinical areas showing poor performance.

Key elements for success. While the findings indicate that making performance public stimulates quality improvement activities, it is likely that three key ingredients, all of which occurred with our public reporting condition, are necessary to observe this result in other settings. First, the report must be widely disseminated in the community. Second, the hospitals need to know that a future public report will be produced and widely disseminated again within a year or two. Finally, the public report itself must be highly evaluable—that is, the public report must be designed so that it is immediately obvious who the top and bottom performers are, to stimulate quality improvement efforts. A public report that is very easy to understand and use has the potential to affect hospitals’ public image.

The need to widely disseminate a report and the need to let it be known that a future report will be issued seem, on the face of it, effective strategies that do not need to be investigated. However, the necessity that the report be highly evaluable
to stimulate quality improvement efforts may require further investigation. This is a strategy that report sponsors will find difficult to implement; providers will vigorously oppose an approach that explicitly ranks or identifies top and bottom performers. However, it may be this very strategy that makes the difference between motivation to improve and no motivation.
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NOTES


6. The private report was the same as the more detailed report that the public-report hospitals received on their own performance. The only difference was that the private report had less information about how peer hospitals performed.

7. Seven hospitals were eliminated because of inadequate data. From the private-report group, two hospitals were eliminated because they had closed; two hospitals had too few patients to calculate performance scores or did not offer the services evaluated (ability to calculate at least three of five performance indicators was required), and two hospitals shared administrative structures where the performance data were not separable. From the no-report group, one hospital was eliminated because it had too few indicators of performance. The problems with the adequacy of the data were discovered after the randomization of hospitals. However, even after the elimination of these seven hospitals, there still were no significant differences among the experimental hospital groups in terms of characteristics or performance.

8. The seventeen quality improvement areas included computerized physician order entry, staffing strategies, fall reduction, pain relief, restraints, computerized medical records, other information systems infrastructure, pediatric services, obstetrics/gynecology (maternity services), psychiatric services, emergency services, anesthesia, radiology, orthopedics, cardiac services, intensive care unit, and other.